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Empirical observations of directly skipping attention computation 
for less important points.

• In point clouds, computing attention weights using the top-K most 
important tokens is generally more efficient than using all tokens.

Additional Resources

➢ Object detection

Redundancy reduction idea for optimizing  efficiency.

• Compared to using top-K attention in a dynamic feature space, 
applying top-K attention in a static geometric space results in 
almost identical representational capacity while requiring fewer 
computations.

➢ Two Inherent Issues of Transformers in Point Cloud 

➢ Solution

• Transformer require quadratic complexity and huge model sizes. In 
practical point cloud applications, models are often deployed on 
resource limited devices  such as robots or VR headsets.

• The reconstruction potential of the Transformer for masked points 
with low information density is limited when used as a decoder in 
Masked Point Modeling (MPM).

➢ LCM v.s. Transformer

➢ Observation of Top-K Attention

➢ An Information Theoretic Perspective for MPM Decoder

The mutual information based on the 
Mamba decoder is greater than that of the 
Transformer decoder.

Mamba decoder for reconstruction.

Locally Constrained Compact Encoder Locally Constrained Mamba-based Decoder 

➢ Object Classification ➢ Part segmentation
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